Age Estimation using Panoramic Radiographs by Transfer Learning
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Objective: To assess the accuracy of transfer learning models for age estimation from panoramic photographs of permanent dentition of patients with an equal sex and age distribution and provide a new method of age estimation.

Methods: The panoramic photographs of 3000 patients with an equal sex and age distribution were divided into three groups: a training set (n = 2400), validation set (n = 300) and test set (n = 300). The ResNet, EfficientNet, VggNet and DenseNet transfer learning models were trained with the training set. The models were subsequently tested using the data in the test set. The mean absolute errors were calculated and the different features extracted by the deep learning models in different age groups were visualized.

Results: The mean absolute error (MAE) and root mean square error (RMSE) of the optimal transfer learning model EfficientNet-B5 in the test set were 2.83 and 4.59, respectively. The dentition, maxillary sinus, mandibular body and mandibular angle all played a role in age estimation.

Conclusion: Transfer learning models can extract different features in different age groups and can be used for age estimation in panoramic radiographs.
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Age estimation based on panoramic radiographs is essential in forensic science and anthropological research. Several methods have been proposed for age estimation in children and adolescents. Among these, those proposed by Demirjian et al¹ and Nolla et al² are adopted frequently. Their methods define the different stages of tooth development by the first appearance of calcified points to the closure of the tooth apex in panoramic radiographs and score them accordingly, and the scores are then converted to a dental age from 3 to 17 years. Willems et al³ modified the scoring system proposed by Demirjian et al¹ and applied it to Belgian children, achieving relatively high accuracy in age estimation. Cameriere et al⁴ established a regression model according to age with measurements of open apices in different teeth. The estimated age obtained from this model has a residual error of 0.035⁴. For adults, age estimation is based on the negative correlation between age and pulp/pulp chamber size. Mittal et al⁵ measured the lengths and widths of six anterior teeth at different levels in 152 panoramic radiographs and performed regression analysis for age estimation. The standard error from this regression model was 7.97 between chronological and estimated age⁵. Cameriere et al⁶ analysed the pulp/tooth
area ratios of the premolars in panoramic radiographs of 606 patients. The mean absolute errors (MAEs) obtained from the regression model established in the study ranged from 4.43 to 6.02 (at a 95% confidence interval)\(^6\). Manual extraction of tooth development features for age estimation is used mainly in traditional algorithms, but this is time-consuming and complicated.

Deep learning, an artificial intelligence technique, has been widely applied to the automatic extraction of image features. This has led to an improvement in traditional dental imaging tasks\(^7\)–\(^10\). Vila-Blanco et al\(^9\) and Guo et al\(^11\) used end-to-end neural networks based on panoramic radiographs for age estimation, with promising results. The data sets in their studies consisted primarily of samples from patients aged under 25 years. Whether deep learning performs equally well for other dental images, however, is unknown. Transfer learning\(^12\) is a common deep learning technique that is used for similar tasks in computer vision. In this process, one pretrained model can be used as the starting point for another model aimed at another similar task. Thus, the purpose of the present study was to use different transfer learning models for age estimation in panoramic radiographs and explore the extracted features in different age groups.

**Materials and methods**

A data set containing 3000 panoramic radiographs was collected retrospectively from the database of Peking University School and Hospital of Stomatology. The sample consisted of 1500 females and 1500 males, aged between 12 and 71 years. All the patients’ ages were confirmed in the hospital’s patient information system. Their age and sex distributions are shown in Table 1.

**Image acquisition**

The panoramic radiographs were all acquired using panoramic radiograph equipment (Hyperion X9, MyRay, Cefla, Imola, Italy) with exposure parameters of 60–85 kV, 1–10 mA and 13.0 seconds according to patient size. The panoramic radiographs were reviewed by a professional oral and maxillofacial radiologist. The inclusion criteria were as follows:

- no fractures or large defects in either the maxilla or mandible;
- no space-occupying lesions;
- no primary teeth;
- no systemic diseases or developmental delays.

**Transfer learning models**

In this study, ResNet\(^13\), EfficientNet\(^14\), VggNet\(^15\) and DenseNet\(^16\) models pretrained on ImageNet\(^17\) (Tampa, FL, USA) images were used to extract features in panoramic radiographs for automatic age estimation. ImageNet is a large-scale hierarchical image database.

**Image processing and augmentation**

All 3000 panoramic radiographs were divided into three sets: a training set (\(n = 2400, 80\%\)), a validation set (\(n = 300, 10\%\)) and a test set (\(n = 300, 10\%\)). The division was conducted by keeping age and sex equal within the three sets. All the panoramic radiographs had a 24-bit colour depth and a height and width of 2500 × 1248 pixels. The images were padded while preserving the aspect ratio and resized to 224 × 224 pixels to satisfy the pretrained model input size. Random horizontal flip was the only image augmentation technique used due to the fixed image acquisition parameters for the panoramic radiographs used in the present study.

**Model training and evaluation**

The fully connected layers of pretrained models were modified to target directly presenting the estimated age. The softmax function was used to change the activation function in the last fully connected layer into a probability distribution, defined as follows:

\[
p_i = \frac{\exp (x_i)}{\sum_{n=1}^{N} \exp (x_n)},
\]

where \(p_i\) represents the probability. The estimation age was then calculated as:

\[
\hat{y} = \sum_{i=1}^{K} i \cdot p_i,
\]

where \(\hat{y}\) represents the estimation age.

The loss function of the model was set to the sum of the softmax loss and the mean-variance loss\(^18\), then the training set was fed into the model and the epoch was set as 200, with an early stop strategy if the loss result did not improve after 20 successive epochs. The network performance could be assessed with the validation set for hyperparameter adjustment and to determine the optimal deep learning model.

MAEs and RMSEs have been commonly used in age estimation studies\(^4,6,9,11\). Thus, this study applied MAE.
and RMSE to evaluate the accuracy of age estimation with the transfer learning models in the test set. The estimated ages in different age and sex groups were recorded for further analysis.

The MAE is the mean difference between the estimated and chronological age:

$$\text{MAE} = \frac{1}{N} \sum_{n=1}^{N} |\hat{y}_n - y_n|,$$

where $\hat{y}$ and $y$ represent the estimated and chronological age, respectively, and $n$ is the counter for the images.

The RMSE is the standard deviation (SD) of the residuals (estimated errors between the estimated and chronological age):

$$\text{RMSE} = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2,$$

Statistical analysis and feature visualization

A Bland-Altman plot was used to compare the chronological and estimated age returned by the optimal transfer learning model. Class activation mapping (CAM) was employed to visualise the attention regions for age estimation. Anatomically significant areas in the maps were marked and analysed.

Results

The MAEs and RMSES of the transfer learning models for age estimation with the test set are displayed in Table 2. Different pretrained models had different accuracies in age estimation. The optimal model in this study was EfficientNet-B5, with an MAE of 2.83 and RMSE of 4.59, while the maximum MAE for Vgg19 and ResNet101 was 5.26 and the maximum RMSE for ResNet101 was 7.19. Further results from EfficientNet-B5 for different age groups and sexes with the test set are shown in Table 3.

The plots for chronological age versus estimated age by EfficientNet-B5 with the test set ($n = 300$) are shown in Fig 1. The points are close to the diagonal line, especially those representing ages under 41 years. Points falling directly on the diagonal line indicate a perfect match between chronological and estimated age.

The Bland-Altman plot was created using SPSS Statistics 24.0 (SPSS, Chicago, IL, USA). The differences between chronological age and the age estimated using EfficientNet-B5 are shown in Fig 2. The mean difference, chronological age minus estimated age, was 0.0 years and the SD was 4.59. Thus, the lower 95% limit was 0.00 − 1.96 × 4.59 = −9.00 years and the upper 95% limit was 0.00 + 1.96 × 4.59 = 9.00 years. A total of 285 points out of 300 were within the 95% limits of agreement. Thus, this model provides reliable estimates of agreement in this study.

The class activation mapping results for different age groups are shown in Fig 3. Differently coloured areas represent the weights according to the colour bar. The colour maps for the groups aged 12 to 21 years (Figs 3a and b) and 22 to 31 years (Figs 3c and d) lie more in the dentition than in the other parts of the panoramic
The maxillary sinus was of greater concern for the groups aged 32 to 41 (Figs 3e and f) and 42 to 51 years (Figs 3g and h). The mandibular body and mandibular angle were more important in the groups aged 52 to 61 (Figs 3i and j) and 62 to 71 years (Figs 3k and l).

**Discussion**

In this study, transfer learning models based on ResNet, EfficientNet, VggNet and DenseNet were established using panoramic radiographs for two reasons. First, these models have been verified on ImageNet and have demonstrated good classification performance, and second, they have been applied in similar related studies\(^1\)\(^{11,20,21}\). The minimum and maximum MAEs and RMSEs of the transfer learning models used for age estimation with the test set were 2.83 (EfficientNet-B5) and 5.26 (Vgg19 and ResNet101), 4.59 (EfficientNet-B5) and 7.19 (ResNet101), respectively. Other transfer learning models also showed different levels of accuracy in age estimation. These models are trained, validated and tested on the same data; thus, the differences in the models’ architecture cause the differences in the final accuracies. Deep learning is a black box, and the principal differences between different models’ architectures need to be further studied by computer vision, and customised architecture for tooth age may perform better.

Using the optimal EfficientNet-B5 model, women in the group aged 22 to 31 years had the smallest estimation error (MAE 0.96, RMSE 1.52), whereas men in the group aged 52 to 61 years had the largest (MAE 5.12, RMSE 7.03). In general, the estimation error between chronological age and estimated age increased as age increased, as shown in Table 3. The Bland-Altman plot (Fig 2) shows that the differences increased with the mean, which is consistent with Table 3 and Fig 1.

The results of the class activation mapping suggest that in different age groups, different anatomical structures are considered. In the younger age groups (12 to 21 and 22 to 31 years), the extracted features were primarily in the dentition, which is consistent with traditional methods. In the middle age groups (32 to 41 and 42 to 51 years), the feature areas moved to the maxillary sinus. Jun et al\(^2\) analysed the volume of the maxillary sinus using high-resolution computed tomography (CT) and found that maximum growth was reached in the fourth decade of life in men and in the third decade of life in women. Aktuna et al\(^3\) found that maxillary sinus volume decreases as age increases, and the present results confirm these findings. The mandibular body and mandibular angle were emphasised in the older age groups (52 to 61 and 62 to 71 years). This coincides with the findings from the study by Upadhyay et al\(^4\), in which the investigators used physicoforensic anthropometry and lateral cephalometric methods to measure 185 subjects and obtained results showing a decrease in the mandibular angle as age increased. The finding that the deep learning models extracted these features shows that these anatomical structures also have the potential to aid age estimation.

**Table 1** Age and sex distribution of the data set.

<table>
<thead>
<tr>
<th>Age (y)</th>
<th>Male</th>
<th>Female</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>12–21</td>
<td>250</td>
<td>250</td>
<td>500</td>
</tr>
<tr>
<td>22–31</td>
<td>250</td>
<td>250</td>
<td>500</td>
</tr>
<tr>
<td>32–41</td>
<td>250</td>
<td>250</td>
<td>500</td>
</tr>
<tr>
<td>42–51</td>
<td>250</td>
<td>250</td>
<td>500</td>
</tr>
<tr>
<td>52–61</td>
<td>250</td>
<td>250</td>
<td>500</td>
</tr>
<tr>
<td>62–71</td>
<td>250</td>
<td>250</td>
<td>500</td>
</tr>
<tr>
<td>Total</td>
<td>1500</td>
<td>1500</td>
<td>3000</td>
</tr>
</tbody>
</table>

**Fig 3** Class activation mapping results for the different age groups.
Vila-Blanco et al\(^9\) used 2289 panoramic radiographs to establish two convolutional neural network models for age estimation. The MAEs obtained from the two models were 3.19 ± 4.32 and 2.84 ± 3.75, respectively. The data set was unbalanced and, most importantly, the subjects involved were aged mostly under 20 years (1381/2289)\(^9\). This may have caused bias in the age estimation for adults. Guo et al\(^11\) collected 10,257 panoramic radiographs from patients aged 5 to 24 years and developed end-to-end neural networks to compare their predictions with the manual method (by Demirjian et al\(^1\)). Their results proved that conventional neural network models can surpass the manual method in age classification; however, in their study, the subjects were all aged under 25 years, and they did not provide the MAE or explore the ability of the neural networks to extract features at other ages, as was done in this study.

Although we collected panoramic radiographs from patients with equal distributions of age and sex to avoid confounding factors that might impact the results of such a study as far as possible, limitations still exist. First, only a few pretrained deep learning models were used, and other neural network architectures and pretrained models were not compared, thus the differences across different model architectures need to be explored further. Second, deep learning usually requires a large-scale data set. Although the data set used in the present study was notably large and similar in size to other studies, it was still smaller than the typical datasets used for facial tasks\(^20\).

**Conclusion**

Transfer learning models can be used for age estimation with panoramic radiographs. Differences between the different sexes and age groups were also observed and presented. Class activation mapping showed that different anatomical features were used for age estimation in different age groups. The role of these features in age estimation needs to be studied further.
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**Table 2** MAE and RMSE for different pretrained models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Both sexes</th>
<th></th>
<th>Female</th>
<th></th>
<th>Male</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
</tr>
<tr>
<td>ResNet18</td>
<td>2.95</td>
<td>4.69</td>
<td>2.99</td>
<td>4.96</td>
<td>2.92</td>
<td>4.42</td>
</tr>
<tr>
<td>ResNet50</td>
<td>3.78</td>
<td>5.98</td>
<td>3.93</td>
<td>6.21</td>
<td>3.68</td>
<td>5.75</td>
</tr>
<tr>
<td>ResNet101</td>
<td>5.26</td>
<td>7.19</td>
<td>5.10</td>
<td>7.11</td>
<td>5.43</td>
<td>7.28</td>
</tr>
<tr>
<td>Vgg16</td>
<td>4.51</td>
<td>5.96</td>
<td>4.40</td>
<td>5.96</td>
<td>4.63</td>
<td>5.97</td>
</tr>
<tr>
<td>Vgg19</td>
<td>5.26</td>
<td>6.85</td>
<td>5.48</td>
<td>7.29</td>
<td>5.04</td>
<td>6.36</td>
</tr>
<tr>
<td>EfficientNet-B1</td>
<td>4.59</td>
<td>6.23</td>
<td>4.60</td>
<td>6.38</td>
<td>4.59</td>
<td>6.07</td>
</tr>
<tr>
<td>EfficientNet-B3</td>
<td>3.87</td>
<td>5.44</td>
<td>3.85</td>
<td>5.70</td>
<td>3.89</td>
<td>5.16</td>
</tr>
<tr>
<td>EfficientNet-B5</td>
<td>2.83</td>
<td>4.59</td>
<td>2.83</td>
<td>4.79</td>
<td>2.83</td>
<td>4.38</td>
</tr>
<tr>
<td>DenseNet121</td>
<td>3.15</td>
<td>4.81</td>
<td>3.00</td>
<td>4.79</td>
<td>3.30</td>
<td>4.84</td>
</tr>
</tbody>
</table>

**Table 3** MAE and RMSE with different age groups and sexes for EfficientNet-B5.

<table>
<thead>
<tr>
<th>Age group</th>
<th>Both sexes</th>
<th></th>
<th>Female</th>
<th></th>
<th>Male</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
<td>MAE</td>
<td>RMSE</td>
</tr>
<tr>
<td>12–21 y</td>
<td>1.06</td>
<td>1.70</td>
<td>1.08</td>
<td>1.78</td>
<td>1.04</td>
<td>1.62</td>
</tr>
<tr>
<td>22–31 y</td>
<td>1.64</td>
<td>2.56</td>
<td>0.96</td>
<td>1.52</td>
<td>2.32</td>
<td>3.28</td>
</tr>
<tr>
<td>32–41 y</td>
<td>2.42</td>
<td>3.87</td>
<td>2.76</td>
<td>3.96</td>
<td>2.08</td>
<td>3.77</td>
</tr>
<tr>
<td>42–51 y</td>
<td>3.86</td>
<td>5.22</td>
<td>3.68</td>
<td>5.56</td>
<td>4.04</td>
<td>4.85</td>
</tr>
<tr>
<td>52–61 y</td>
<td>4.78</td>
<td>7.01</td>
<td>4.44</td>
<td>6.99</td>
<td>5.12</td>
<td>7.03</td>
</tr>
<tr>
<td>62–71 y</td>
<td>3.52</td>
<td>5.06</td>
<td>4.08</td>
<td>6.05</td>
<td>2.96</td>
<td>3.84</td>
</tr>
<tr>
<td>Total</td>
<td>2.83</td>
<td>4.59</td>
<td>2.83</td>
<td>4.79</td>
<td>2.83</td>
<td>4.38</td>
</tr>
</tbody>
</table>
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